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1.(8%) Suppose that X=| X, [~N(| 0 |, | 1 3 -1]),and P(X,~2X, +3X,-5
X, ~1) j-1 -1 2

< ¢)=0.90. What 1s ¢?
2.(10%)The vector space V, defined as V=L(x,, X, ,..., X, ), has dimension k. Find

simple formulae for the coefficients a; in p(ylV)=? a jxf , and show that

L(x;, X5 ,..., X3 )=V.

3
3.(18%)Suppose the model y= Y B x; +e is to be fitted to x,={1, 1, 1, 1, 1]’, x, =[1,

=

1,1,0,0)",x,=[1,0,0,1,1], and y=[20, -6, -14, 8, 7]".

a.(6%)Compute the estimates for B;,j=1,2,3.

b.(6%)Compute x*, j=1, 2, 3. '

3
¢.(6%)Use the alternative model y= » x| +¢ to estimate [, and thus B;.
j=t

Compare the results with what you got in part a.

5 3 3 4 -3 =3
(Matrices for you touse: X' X=(3 3 1}, (X’ X)'1=~é~ -3 3 21)
" 313 -3 2 3

k
4.(12%) Let Y“ZB i%; te, where x,, X, ,..., X, denote linearly independent vectors,
=t

k
and E[e]=0, D[e]=c* L. Let = chﬁ ;» and n* be a linear unbiased estimator of
j=1

i
1, then var(n*) = Var(';l), where 1"\1= ici {?Sj .
j=1
5.(18%)Suppose Q=R ,, x,=[1, 1,1, 11, x,=(0,1,0, 11", x,=[1,0,-1, 0}, x, =0, 3,
1,31, v=I(x,, x,, X, X, ) be a supspace of Q, and n=f,+§ , +20 ,+2p, .
2.(6% ) Verify that 1} is estimable. Compute the vector a such that 1A1=(a, y) is the
BLUE of 1.
b.(6%)Give a vector d different from the vector a such that n*=(d, y) be another
linear unbiased estimator of 1. Show that p(d|V)=a, and var(n*)—var(%)>0.
¢.(6%)Now it is given that y=[4, 8, 5, 6], compute 1 and n*.



6.(16%)The joint probability mass function of the pair of random variables (X, Y) is

tabulated as follows.

X
9 i 2
Y 0 0 0.35 0.2
1 0.15 0.15 0.15

Find the least squares predictor g(X)=E[Y|X], and the linear least squares

predictor h(X)= Y =pt, +p0 y (X—{L 5 )/ .. Show that g(X) and h(X) are

unbiased estimators of E[Y]. Find var(g(X)), B[(Y~g(X))*], var(i\’ ), and

B[(Y-Y)?].

7.(18%)The function g(T) is used to denote the expected resulted amount of

substance A produced from a standard procedure under temperature T with

500 grams of input material. It is known that nothing will be produced when

the temperature is below 30 degrees. The amount is a linear function of T

when T comes between 30 and 120 degrees. The amount will still be another

linear function of T when T goes above 120 degrees. The experiment points

are T= 40, 70, 100, 130, 190, and 250.

a.(6%)Work out the appropriate linear model.

b.(12%)Suppose that the amounts corresponding to the set temperatures are 38,
136, 251, 302, 166, and 63, respectively. Please compute the estimates for

the parameters in your model especially the variance .




1. (20%) Consider the model y; = fo-+ 17+ Ba222 +€;, where ¢; i N(©,6%),i=1,--,n
Let zg be the value at which the function E(y) = By + b1z + Boz? is maximized (or

minimized).

(1) Find the maximum likelihood estimator of zp.

(2) Find a (1 — «)100% confidence interval for zo.

2. (30%) Suppose that we collected data (y;,2:) @ = 1,---,n+m and that we know
that the line changes phase between z, and Zn41. The médel v = Pio + Puzi + 6,
€; i N(0,07),4 = 1,---,n applies to the first phase and the model y; = Bop+Fa1z:+€;,
€ 4 N(0,0%), i ==n+1,-"-,n+m applies to the second phase. Let v be the value

of x at which the lines intersect.

(1) Find the maximum likelihood estimators for Bio, Fi1, Paos a1, o?, and . (Hint:
\
7 is a function of other parameters.)

(2) Find a (1 — @)100% confidence interval for -.
3. (30%) Consider a set of seemingly unrelated regression equations
}ri:-X-qu,'}'Ezr EiNN(01JZI)1 im}-:z)"':«r

where X; is an n; X p matrix and the €;’s are independént. Find the test for Hy :

Bi="=h,
4. (20%) Let Y, = pij + €55, Where
piy = B+ (B — B+ (B~ Bi)

where €% e N@©o®,i=1,--,I,j=1,---,J,and k= 1,- -+, K. Please obtain

the test statistics for testing hypotheses Hy : 8;; = 0 for all 4, 7.
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1. (50%) Let y~ N,(0,I,+7J,), where J2=L 1].Let U =yAy and U,=yAyy

with

(a) Are U, and U, independent?
(b) Find P(U,/U, >1). Whatis U, /U, distributed?

2.(50%) Let y=XB+e,where Xis nxp ofrank p, and &~ N(0,0°1). Partition X
into X=[X,]1X,|X,], where X, is nxp, ofrank p,,andlet B'={B}|B;|B].
Hence, y=Xp+e=XB, +X,p, +X,B, +5. .

(a) Show that successively fitting the models y =X, +&, y=Xp, +X,B, +¢, and
y=Xp+e yields SS’s for B,,B,,and B, which are orthogonal.

(b) Prove that the SSE for the model containing B must be at least as small as the
SSE for the model with only B,.

(c) Now, let £~ N(0,62V), B, =(XX)"X’y,and B, =(X'V'X)'X'V'y. Show
that cov(f}a,s) —cov(fiwfs) >0 (i.e.non-negative definite).
(Hints: (DA =2 BiffB'2A™. (2)If C>0,then CAC2Biff A2C7BC™)



